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Abstract—Inefficient traffic signal control system is one of
the most important causes of traffic congestion in the cities of
developing countries such as Bangladesh, India, Kenya, etc. This
can be mitigated by adopting a decentralized traffic-responsive
signal system, where vehicle detection is performed on the
road through different image-based deep learning architectures
amenable to limited-resource embedded platforms as available
in developing countries. Deep learning architectures currently
available in this regard demand high computational resources
to achieve higher inference speed and better accuracy. Besides,
the few existing limited-resource deep learning architectural
alternatives neither attain higher inference speed nor substantial
accuracy due to not overcoming the inherent limitations. To this
extent, in this study, we propose a novel limited-resource deep
learning architecture, namely DhakaNet, for real-time vehicle
detection in on-road (street-view) traffic images. Our proposed
architecture leverages enhancing Cross-Stage Partial Network
and Path Aggregation Network to build the backbone and head
networks, respectively. Besides, we develop a novel multi-scale
attention module to extract multi-scale meaningful features from
the images, where the developed multi-scale attention module
boosts the detection accuracy at the cost of small overhead.
Rigorous experimental evaluation of our proposed DhakaNet over
three benchmark street-view traffic datasets such as DhakaAI,
IITM-HeTra-A, and IITM-HeTra-B shows up to 51% faster
inference speed at a similar accuracy, or up to 13% higher
accuracy at a similar inference speed compared to other state-of-
the-art limited-resource deep learning architectural alternatives.

Index Terms—Traffic congestion, Vehicle detection, Deep learn-
ing, Computer vision, Embedded systems

I. INTRODUCTION

Traffic congestion is one of the most severe challenges
for the cities of developing countries such as Bangladesh,
India, and Kenya. According to the World Bank Report [1],
the average driving speed in Dhaka, i.e., the capital city of
Bangladesh, is 7 kilometers per hour (kph), which is expected
to be 4 kph (slower than walking speed) by 2035. Moreover,
traffic congestion in Dhaka wastes about 3.2 million working
hours daily and billions of dollars of the national economy
annually [1]. In order to reduce traffic congestion, one of
the most effective approaches is to adopt a traffic-responsive
signal control system, i.e., schedule traffic signal based on
current vehicular density at signalized intersections [2]. This
approach requires real-time traffic density information, which
can be captured through different image-based deep learning
architectures [3], [4].

Most of the existing image-based learning architectures
capture on-road traffic images and upload them to the cloud
for necessary processing tasks such as vehicle detection [5],
[6]. However, these cloud-based solutions demand high-speed
network connectivity, which is not always available across all
road intersections in developing countries [7], [8]. Hence, a
decentralized approach needs to be adopted, where vehicle
detection is performed in the embedded platforms and only the
vehicle count is uploaded to the cloud. This approach alleviates
the demand of high-speed network, however, imposes severe
computational constraints (inherited from the embedded plat-
forms) on the learning models. This happens as the state-of-
the-art deep learning architectures demand high computational
resources (GPUs) to provide faster and more accurate detec-
tion, where limited computational resources result in slower
and less accurate detection [7], [9]. A few deep learning archi-
tectures such as YOLOv4-tiny [10] and YOLOv5-small [11]
have recently been proposed for the resource-constrained envi-
ronment, however, they cannot achieve either faster inference
speed or more accurate detection in the embedded platforms.

As a remedy for the problems mentioned above, in
this paper, we propose a novel deep learning architecture
named DhakaNet for faster and more accurate vehicle detec-
tion using limited computational resources. To do so, first, we
analyze the limitations of existing low-resource deep learning
architectures. To overcome the limitations, we modify the
existing Cross-Stage Partial Network [12] and Path Aggrega-
tion Network [13] to build our backbone and head networks
respectively. Besides, we develop a novel multi-scale attention
module that extracts multi-scale meaningful features from the
images. This module boosts detection accuracy using a small
overhead. We evaluate the performance of DhakaNet against
two state-of-the-art low-resource deep learning architectures
namely YOLOv4-tiny [10] and YOLOv5-small [11] over three
different benchmark traffic datasets namely DhakaAI [14],
IITM-HeTra-A [15], and IITM-HeTra-B [15] using an em-
bedded system named Raspberry Pi. Based on our work, we
make the following set of contributions: 1) We propose a novel
low-resource deep learning architecture namely DhakaNet for
faster and more accurate vehicle detection in street-view traffic
images. 2) We develop a new multi-scale attention module to
extract scale-aware and meaningful features from the traffic
images. 3) Performance evaluation of DhakaNet against state-
of-the-art low-resource architectures over three benchmark
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street-view traffic datasets using a Raspberry Pi confirms up
to 51% faster inference speed at a similar accuracy, or up to
13% higher accuracy at a similar inference speed.

II. RELATED WORK

Traffic density estimation is the crucial component of an
automated traffic monitoring system. Over the last few years,
with the help of image-based deep learning approaches, re-
searchers achieved promising results on counting and detecting
vehicles from traffic camera images, from which the traffic
density information can be estimated [3]. In this regard,
researchers have proposed various general object detection
models in the literature to get classified vehicle count from
traffic images in real-time. Now, we describe some of the
object detection models chronologically.
A. Basic Object Detection Models

Ren et al., [16] proposed a real-time two-stage object
detection model using region proposal networks named Faster
R-CNN that was used in several traffic detection studies [8],
[15]. Although this model achieves high accuracy, it requires
high computational resources such as GPUs for faster infer-
ence. Hence, it cannot be used in a decentralized adaptive
traffic control system. To increase inference speed, Redmon et
al., [17] proposed a unified one-stage real-time object detection
model named YOLO (You Only Look Once). This model
applies a single neural network to the whole image, divides
the image into rectangular grid regions, and predicts bounding
boxes and probabilities for each region. Due to its simple ar-
chitecture, it achieves much faster inference speed than Faster
R-CNN. Hence, it can be used in real-time traffic detection [7].
However, the accuracy of YOLO drops slightly due to fast
inference. To achieve a better trade-off between accuracy and
inference speed, Liu et al., [18] proposed a single shot multi-
box detector named SSD that runs a convolutional network on
input image only once and computes a feature map. Besides,
Howard et al., [19] proposed an efficient convolutional neural
network for mobile vision applications named MobileNet
that requires much lower computational resources for object
detection. Hence, the combination of MobileNet-SSD can be
a good choice used for a decentralized adaptive traffic signal
control system as suggested by Chauhan et al., [7]. However,
the accuracy of such a model is not satisfactory. Next, we
review some latest deep learning architectures that achieve
both faster inference speed and higher accuracy.
B. Advanced Object Detection Models

Tan et al., [20] proposed a scalable and efficient ob-
ject detection model named EfficientDet that improves both
the accuracy and efficiency of object detection. However,
it demands high computational resources such as GPUs for
faster inference speed and higher accuracy. To achieve more
efficiency, Bochkovskiy et al., [21] proposed YOLOv4 that
achieves optimal speed and accuracy in object detection.
However, it demands high-end devices similar to EfficientDet.
Later, Wang et al., [10] proposed Scaled-YOLOv4 through
scaling cross-stage partial network. Here, scaling the network

means the modification of network depth, width, resolution,
and structure. They provided both large models for high-
end (GPU) devices and tiny models for low-end embedded
systems. However, the YOLOv4-tiny requires a longer in-
ference time in embedded systems due to its architectural
limitations. Hence, it does not apply to a decentralized adaptive
traffic control system. Similar to this scaled model, Jocher et
al., [11] proposed a scalable model named YOLOv5 that can
easily be adapted for both GPU-based and embedded system-
based applications. Although it achieves a higher inference
speed in embedded systems, its accuracy decreases due to its
architectural issues.

The literature survey shows that existing deep learning
architectures trade off the object detection accuracy for infer-
ence speed. Although faster inference speed is required in a
resource-constrained environment, detection accuracy cannot
be sacrificed to make the model applicable in real-world
scenarios.

III. PROPOSED DHAKANET ARCHITECTURE

Our DhakaNet architecture has two parts namely backbone
network and head network. The backbone network extracts
low-level information from raw images and forwards them to
the head network. The head network learns high-level informa-
tion and detects our desired vehicles from the traffic images.
Figure 1 shows the block diagram of DhakaNet architecture
with their inter-connectivity. Here, the modules written in
red font indicate the innovative changes made over existing
architectures. Next, we describe DhakaNet architecture in
detail.
A. Backbone Network

We design our backbone network through modifying the
structure of the existing Cross-Stage Partial Network (CSP)
module. This module can extract richer gradient information
using a minimal amount of computation. Figure 2a shows
the block diagram of a modified CSP module (mCSP) used
in DhakaNet. Here, an mCSP module contains one residual
module (also known as a bottleneck), three point convolution
layers having 1× 1 kernels, and a feature concatenation layer.
In a residual block, one point convolution layer is used before
a 3 × 3 convolution layer to compress the feature represen-
tation that enhances the learning ability of the network [22].
Besides, the output of the residual layer is concatenated with
input layers through a point convolution layer. Moreover, the
concatenated output is further summarized using another point
convolution layer. Thus, this module extracts rich information
from the network. Note that, existing CSP module contains
one or more bottleneck blocks, whereas we use one or zero
bottleneck blocks in our mCSP module.

We use several mCSP modules after every down-sampling
step. In Figure 2a, mCSP-32-B denotes a modified CSP
module having one bottleneck and mCSP-32 denotes a similar
modified CSP module without using a bottleneck. Besides,
Conv-32-1-1 denotes a convolution layer having 32 filters,
1× 1 kernel size, and 1 stride. We use strided convolution to
down-sample the images instead of a max-pooling operation,
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Fig. 1: Block diagram of our proposed DhakaNet architecture
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Fig. 2: Block diagram of modified Cross-Stage Partial Network and modified Path Aggregation Network

which increases the learning capacity of the network. At the
beginning of the backbone, we use a focus layer to reduce
input image resolution quickly through rearranging blocks of
spatial data into depth axis followed by a convolution layer.
Besides, in the last down-sampled stage, we do not use any
bottleneck in the mCSP modules to reduce computation. Note
that, we use batch normalization after each convolution and
before activation to stabilize training, speed up convergence.
Besides, we use Sigmoid Linear Unit (Swish) [23] layer as
the activation function of our architecture. Next, we describe
the head network.

B. Head Network

We design our head network through modifying the existing
Path Aggregation Network (PANet) as the neck of DhakaNet.
This network fuses the upper-level features (semantically
weak) with lower-level features (semantically strong) effi-
ciently. Our modified PANet (mPANet) adds an extra edge
from the original input to the output node shown in red-
colored dotted line in Figure 2b. It fuses more features with
minimal overhead, which boosts the accuracy of our limited-
resource architecture. To implement this mPANet, we change

Input

mSPP-32-(3,5,7) Block

mCAM-32 Block

SAM-32 Block

Output

MSAM-32-(3,5,7)

×

×

Fig. 3: Block diagram of a multi-scale attention module along
with constituent blocks

the internal network resolution through up-sampling or down-
sampling operation and concatenate features from different
levels.

After this feature fusion, we use three novel multi-scale
attention modules (MSAM) and several mCSP modules. As
DhakaNet utilizes a limited-resource network, it is very dif-
ficult to learn semantically rich features from the network.
Hence, modifying some state-of-the-art plug-in modules, we
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develop the MSAM modules to increase the feature represen-
tation power of DhakaNet. Figure 3 shows the block diagram
of an MSAM that contains a series of three plug-in modules
such as modified spatial pyramid pooling module (mSPP),
modified channel attention module (mCAM), and spatial at-
tention module (SAM). Although we use mPANet to fuse
global features across the whole network, fusing local features
within the same convolution layer is necessary to improve
the accuracy of the network that can be performed using the
SPP blocks [24]. Besides, we exploit attention modules to
emphasize meaningful features explicitly, as DhakaNet cannot
learn proper feature distribution due to the small computational
budget [25]. Our proposed mSPP block consists of two max-
pooling layers and one average pooling layer with different
kernel sizes. Note that, in the state-of-the-art approaches [11],
[21], no average pooling is used in the SPP block, although
average pooling is another important operation to extract
distinctive features.

We use the MSAM module before each detection layer such
that it can learn more discriminative information from the net-
work. The kernel sizes of MSAM depend on feature resolution.
In a higher resolution, we use smaller kernel sizes to facilitate
small vehicle detection. Similarly, in lower resolution, we use
larger kernel sizes for large vehicle detection. Note that, we
use the anchor-based YOLOv5 detection layers [11] for our
detection purpose.

IV. TRAINING METHOD

We prepare the ground truth of the traffic images using
conventional box labels. Next, we set the parameters of data
augmentation and training configuration. Now, we describe
these steps in detail.
A. Data Augmentation

We use several data augmentation techniques to improve
the performance of the DhakaNet model. During the training
stage, we randomly change the hue, saturation, and brightness
value of the images. Besides, we use translation, horizontal
flip, and mosaic [21] data augmentation techniques. Note
that, we do not use rotation, vertical flip, and cutmix [21]
data augmentation techniques, since they are irrelevant to our
intended traffic detection problem.
B. Training Details

We use a straightforward way to train the DhakaNet ar-
chitecture in an end-to-end manner. For this purpose, we
use a multi-component loss function that consists of three
components such as bounding box regression loss, objectness
loss, and classification loss. We use Complete Intersection
over Union loss (CIoU) [26] to regress the parameter of
the bounding boxes. Besides, we use binary cross-entropy
loss for objectness and classification losses. As we have
multiple classes in the images, we use a multi-hot encoding
technique to estimate the classification loss using binary cross-
entropy. To optimize the loss function, we use stochastic
gradient descent algorithm along with default parameters used
in YOLOv5 [11]. We implement our DhakaNet architecture
using PyTorch framework [11]. We use 25% of training images

TABLE I: Datasets used for performance evaluation

Attribute DhakaAI IITM-HeTra-A IITM-HeTra-B
Traffic Unstructured Unstructured Unstructured

Location Dhaka, BD Chennai, India Chennai, India
Train-Test split 3000 : 500 1201 : 216 1201 : 216

# of object classes 21 3 4

as the validation dataset to save the best model based on
validation accuracy. Besides, we resize all images to 768×768
pixels during both training and testing stages.

V. EXPERIMENTAL EVALUATION

In this section, first, we describe the experimental setup and
traffic datasets used for the experimental evaluation. After that,
we present the performance comparison and ablation study in
detail.
A. Experimental Setup

For training purpose, we use a Ubuntu 20.04 desktop
having 8 Intel Core i7-7700 CPUs (3.60 GHz) and 16 GB
main memory. To accelerate the training process, we use one
GeForce GTX 1070 GPU having 8 GB memory. On the other
hand, we use a Raspberry Pi 4 Model B for testing purpose.
Our Raspberry Pi has 4 Cortex-A72 (ARMv7) CPUs (1.5
GHz) and 4 GB main memory. Note that, we do not use
any embedded GPU in our Raspberry Pi. Hence, it serves
as a limited-resource computing system for our experimental
evaluation.
B. Traffic Datasets

We evaluate our proposed DhakaNet architecture on three
traffic datasets namely DhakaAI [14], IITM-HeTra-A [15],
and IITM-HeTra-B [15]. DhakaAI dataset contains non-lane-
based heterogeneous road traffic images of Dhaka city. As the
vehicles in Dhaka do not follow lane discipline, the images
of DhakaAI contain severe occlusion that makes the detection
more challenging. Besides, the dataset has images from both
day and night. This dataset has 3000 training images and 500
test images. Besides, it has 21 different classes of vehicles
containing both motorized and human-powered vehicles. Note
that, there is no ground-truth available for DhakaAI test
images, hence, we manually label these images.

IITM-HeTra datasets contain similar unstructured traffic
images of Chennai city. Both of them have 1201 training and
216 testing images. IITM-HeTra-A has 3 different classes of
vehicles and IITM-HeTra-B has 4 different classes of vehicles.
Note that, all vehicles of IITM-HeTra images are motorized.
We summarize the demography of the aforementioned datasets
in Table I.
C. Evaluation Results

We compare the performance of DhakaNet against two
recent limited-resource deep learning architectures such as
YOLOv4-tiny [10] and YOLOv5-small [11] on three traffic
datasets. DhakaNet outperforms both of them in terms of
either faster inference speed, or higher accuracy. Note that,
we average the results over five iterations for a particular
training configuration in the performance evaluation, as the
neural network possesses stochastic nature by default. Besides,
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TABLE II: Performance comparison of DhakaNet against YOLOv4-tiny [10] and YOLOv5-small [11] over DhakaAI [14] and
IITM-HeTra datasets [15]

Dataset Model Scaling factor mAP@0.5 (%) mAP@0.5:0.95 (%) Inference time (s) FPS

DhakaAI [14]

YOLOv4-tiny [10] N/A 16.2 7.2 27.8 0.04
YOLOv5-small [11] 0.50 8.7 (±0.3) 4.3 (±0.2) 7.4 0.14

DhakaNet 0.29 9.9 (±0.3) 5.0 (±0.1) 6.7 0.15
DhakaNet-scaled 0.23 8.9 (±0.2) 4.5 (±0.1) 4.9 0.20

IITM-HeTra-A [15]

YOLOv4-tiny [10] N/A 95.9 47.2 30.0 0.03
YOLOv5-small [11] 0.50 94.6 (±1.6) 50.8 (±1.4) 5.6 0.18

DhakaNet 0.29 95.8 (±1.3) 52.2 (±1.0) 5.0 0.20
DhakaNet-scaled 0.23 95.5 (±0.6) 51.9 (±1.1) 3.7 0.27

IITM-HeTra-B [15]

YOLOv4-tiny [10] N/A 95.4 48.2 29.9 0.03
YOLOv5-small [11] 0.50 94.7 (±1.2) 50.8 (±1.4) 5.6 0.18

DhakaNet 0.29 95.4 (±0.2) 52.5 (±0.7) 5.0 0.20
DhakaNet-scaled 0.23 95.6 (±0.9) 52.5 (±0.4) 3.7 0.27

TABLE III: Ablation studies of DhakaNet over DhakaAI dataset [14]

Model mCSP mPANet MSAM Scaling mAP@0.5 (%) mAP@0.5:0.95 Inference FPSfactor (%) time (s)
DhakaNet-α No No No 0.29 7.6 (±0.5) 3.8 (±0.4) 3.6 0.28
DhakaNet-β Yes No No 0.29 8.3 (±0.5) 4.1 (±0.2) 5.8 0.17
DhakaNet-γ Yes Yes No 0.29 8.8 (±0.7) 4.3 (±0.5) 6.0 0.17

DhakaNet-final Yes Yes Yes 0.29 9.9 (±0.3) 5.0 (±0.1) 6.7 0.15

(a) Out# 1: YOLOv5-small (b) Out# 1: DhakaNet (c) Out# 2: YOLOv5-small (d) Out# 2: DhakaNet

Fig. 4: Qualitative analysis between YOLOv5-small [11] and DhakaNet over two challenging test images in DhakaAI dataset

we train all models from the scratch for a fair comparison.
Moreover, we set our confidence threshold to 0.3, i.e., the de-
tection having lower than 30% confidence score gets ignored.
Next, we present the performance evaluation results over three
different datasets.

1) DhakaAI Dataset: Table II shows the performance eval-
uation results of DhakaNet against YOLOv4-tiny [10] and
YOLOv5-small [11] over DhakaAI dataset [14]. Here, we
can see that YOLOv4-tiny requires 27.8 seconds for detect-
ing vehicles per image on average, which is not a realistic
solution for a decentralized adaptive traffic control system.
Our proposed DhakaNet achieves 13% higher accuracy at a
similar inference speed compared to YOLOv5-small. Besides,
the down-scaled version of DhakaNet achieves 50% faster
inference speed at a similar accuracy. Hence, DhakaNet out-
performs the existing YOLOv5-small in terms of either faster
inference speed, or higher accuracy.

2) IITM-HeTra Datasets: We show the performance eval-
uation results of DhakaNet on IITM-HeTra datasets [15] in
Table II. For both datasets, we can see that YOLOv4-tiny
requires a much longer inference time on average, which is not
a pragmatic solution as described before. On the other hand,
our proposed DhakaNet and DhakaNet-scaled achieve 51%
faster inference speed and similar accuracy on both IITM-

HeTra datasets compared to YOLOv5-small.
3) Ablation Studies: To analyze the effectiveness of our

proposed modules of DhakaNet, we conduct an ablation study
of DhakaNet over DhakaAI dataset [14]. For this purpose,
we turn on mCSP, mPANet, and MSAM modules sequentially
and evaluate corresponding accuracy and speed. The ablation
results are delineated in Table III. Here, we can see that
DhakaNet having all the three modules achieves the highest
accuracy among all the other alternative variants. Note that,
the speed is getting dropped because of adding new modules
to DhakaNet architecture.
D. Qualitative Analysis

Figure 4 shows the detections of YOLOv5-small [11] and
DhakaNet over two challenging test images of DhakaAI
dataset. For severe occlusion, DhakaNet performs much better
than YOLOv5-small. Besides, in the night scene, YOLOv5-
small misses all vehicles whereas DhakaNet detects several
vehicles.

VI. CONCLUSION AND FUTURE WORK

Decentralized traffic-responsive signal system is one of
the possible solutions to traffic congestion in the cities of
developing countries. It requires on-road vehicle detection us-
ing limited-resource image-based deep learning architectures.
However, existing low-resource architectures exhibit either low
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inference speed or low detection accuracy due to their inherent
limitations. Hence, we propose a new architecture named
DhakaNet for faster and more accurate vehicle detection using
embedded systems through enhancing Cross-Stage Partial Net-
work and Path Aggregation Network as well as adding several
novel multi-scale attention modules. We evaluate our proposed
DhakaNet against two state-of-the-art limited-resource deep
learning architectures over three unstructured traffic datasets
such as DhakaAI, IITM-HeTra-A, and IITM-HeTra-B on a
Raspberry Pi. DhakaNet confirms up to 50% faster inference
speed at a similar accuracy, or up to 13% higher accuracy at a
similar inference speed compared to the other state-of-the-art
approaches. In the future, we plan to integrate DhakaNet in a
real traffic signaling module and deploy the complete system
in real-world.
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